A Novel Multiple Kernel Learning Framework for Heterogeneous Feature Fusion and Variable Selection

Yi-Ren Yeh, Ting-Chu Lin, Yung-Yu Chung, and Yu-Chiang Frank Wang

Abstract—We propose a novel multiple kernel learning (MKL) algorithm with a group lasso regularizer, called group lasso regularized MKL (GL-MKL), for heterogeneous feature fusion and variable selection. For problems of feature fusion, assigning a group of base kernels for each feature type in an MKL framework provides a robust way in fitting data extracted from different feature domains. Adding a mixed $\ell_{1,2}$ norm constraint (i.e., group lasso) as the regularizer, we can enforce the sparsity at the group/feature level and automatically learn a compact feature set for recognition purposes. More precisely, our GL-MKL determines the optimal base kernels, including the associated weights and kernel parameters, and results in improved recognition performance. Besides, our GL-MKL can also be extended to address heterogeneous variable selection problems. For such problems, we aim to select a compact set of variables (i.e., feature attributes) for comparable or improved performance. Our proposed method does not need to exhaustively search for the entire variable space like prior sequential-based variable selection methods did, and we do not require any prior knowledge on the optimal size of the variable subset either. To verify the effectiveness and robustness of our GL-MKL, we conduct experiments on video and image datasets for heterogeneous feature fusion, and perform variable selection on various UCI datasets.

Index Terms—Multiple kernel learning, feature fusion, variable selection

I. INTRODUCTION

In order to produce satisfactory results in many pattern recognition and computer vision problems, one typically needs to consider the combination of heterogeneous features, i.e., features extracted from different domains for improved performance. For example, object recognition using real-world images deals with images with large intra and inter-class variations plus background clutter presented. In such cases, using a single type of features like SIFT [1] or HOG [2] is not able to describe each object category well and thus the recognition performance is limited [3]. Similar remarks apply to video processing applications such as event recognition [4], action recognition [6], affective classification [7], [8] and object detection [3], [9]. As illustrated in Fig. 1, it is common and necessary to integrate different types of features observed from the input video to address the corresponding recognition or annotation problems (e.g., [5]).

While the use of heterogeneous features becomes more practical for real-world applications, how to properly integrate those features is still one of the main research topics in the areas of pattern recognition and machine learning. For feature-level fusion, one can simply concatenate different types of features and obtain a new feature representation for training and testing. On the other hand, one can train a classifier for each type of features, and the results predicted by different classifiers (and the associated features) will be combined via voting or averaging strategies to reach the final output. This can be considered as classifier or decision-level fusion. While these fusion techniques are easy to implement and promising results have been reported (e.g., [10]), a simple concatenation of heterogeneous features will result in the increase of feature dimensionality. Moreover, there is no guarantee that simple voting or averaging techniques would produce improved performance. As pointed out in [3], rather than adding features/classifiers with similar performances, one should combine those with complementary information in order to achieve better recognition performance.

In this paper, we present a Multiple Kernel Learning (MKL) framework for heterogeneous feature fusion and variable selection. Inspired by the recent success of MKL, our proposed framework aims to select a compact set of features/variables for improved recognition performance via the introduction of a group lasso regularizer. Fig 1 illustrates an example of video...
object classification via combining features extracted from
different domains. Via the one-vs-rest learning strategy, our
method is able to select the class-specific weights for different
types of features, and thus is expected to outperform simple
feature and decision-level fusion methods. As we will show
later, this proposed framework can be easily extended to the
use of heterogeneous variable selection, which is also practical
in practical pattern recognition problems. Our experimental
results will verify the feasibility of our GL-MKL formulation
for both heterogeneous feature fusion and variable selection
problems, and we will show that our method outperforms
existing MKL based approaches in the above problems.

The remaining of this paper is organized as follows. Section
II discusses related works on feature fusion and variable
selection using MKL. We review the formulation for MKL
and its use for feature fusion and variable selection in Section
III. Section IV introduces our proposed MKL framework and
details how we apply it to address the above problems. We
present experimental results of heterogenous feature fusion for
video and image datasets in Section V, and the performance
of variable selection for several UCI datasets is reported in
Section VI. Finally, Section VII concludes this paper.

II. RELATED WORKS

Kernel methods such as support vector machines (SVM)
[11] have been shown to be very effective for data representa-
tion, dimension reduction, and classification. A more flexible
learning model using multiple kernels instead of one, which
is known as multiple kernel learning (MKL), has recently
been proposed [12]. Since MKL is able to better represent or
discriminate between data using multiple base kernels, it
has been shown to improve the performance of many learning
tasks, including feature fusion (e.g., [3], [6], [9]) and variable
selection (e.g., [15], [16]).

For feature fusion, MKL has been used for visual classi-
fication tasks such as object classification [3], [6], [9], [17],
[18]. The conventional MKL framework combines multiple
features (e.g., appearance, texture, shape, etc.) by constructing
base kernels for each type of feature. The optimal weights
for each base kernel are determined by MKL, and they
indicate the contribution/importance of the associated features.
Several variants of MKL for feature fusion have also been
proposed for improving the performance [3], [6], [9]. Yang
et al. [9] introduced an intermediate representation “group”,
which collects images within each category. Images within
a group shared the same weights to combine features, and
these weights are determined by MKL. Since its performance
is highly dependent on the grouping results, it is not easy
for one to select an appropriate clustering algorithm without
prior knowledge. Gehler et al. [3] integrated MKL and boost-
ing techniques to learn the weights for feature combination.
However, the learned weights were not jointly optimized with
the data instances (in terms of support vectors), so there is
no guarantee that their approach would always produce the
best fusion results (as shown in our experiments later). Cao
et al. [6] proposed a logistic regression model with multiple
kernels to perform feature fusion and instance selection for
video action recognition. While they chose to impose a group
Lasso regularizer (as we do) on their framework, their work
aims at removing irrelevant samples. Since our goal is to
address general classification problems, we do not consider
the case in which there exist irrelevant instances. Therefore, it
is not easy to extend their work for these problems.

Different from feature fusion, variable selection (also known
as feature selection) focuses on the use of a single type of
feature. It aims at identifying a subset of relevant features
for improved or comparable recognition performance. Prior
works such as [15], [16] have applied MKL for variable
selection problems. Dileep et al. [15] proposed to learn the
optimal base kernels, while each is built from each feature
attribute/dimension. As a result, this can be regarded as an
extreme case of feature fusion. Although an improved MKL-
biased variable selection method was recently proposed by Xu
et al. [16], the user needs to specify the preferable size of the
feature subset in advance, which typically cannot be known
in practice. Moreover, these prior MKL-based methods treat
all features equally important, and none of them addresses the
problem of heterogeneous variable selection (i.e., the feature
attributes are collected from different domains, and thus each
feature dimension has a unique property and distribution).

In this paper, we propose a novel MKL-based method
for heterogeneous feature fusion and variable selection. We
extend the standard MKL formulation and impose a mixed ℓ1
and ℓ2 norm constraint as the group lasso regularizer, which
will determine the optimal weights for each base kernel and
thus achieve the goal of feature selection fusion and variable
selection. In our framework, each heterogeneous feature (or
variable) is associated with multiple base kernels and is
considered as a group. The imposed group lasso regularizer
tends to maintain sparsity between different groups, while
the associated weights of the selected kernels for each group
need not be sparse. This allows our MKL algorithm to select
more than one base kernel for each heterogeneous feature
(or feature dimension), while a compact set of groups will
be enforced due to the added sparsity at the group level.
Since we associate each heterogeneous feature (or feature
dimension) with multiple base kernels with different kernel
parameter (e.g. width of the Gaussian kernel), our MKL has
the capability to deal with heterogeneous data. Using our
approach, the associated weights and kernel parameters can
be learned automatically and simultaneously.

III. MULTIPLE KERNEL LEARNING

A. Review of MKL

The support vector machine (SVM) [19] has been known to
be an effective binary classifier due to its generalization ability.
It learns an optimal separating hyperplane to distinguish data
between two different classes without any assumption on data
distribution. However, a single kernel function might not be
sufficient to model the data of interest and thus produce a sat-
isfactory separating hyperplane. As a result, multiple kernels
are recently applied for this purpose, and this is referred to
as multiple kernel learning (MKL) [12]. More precisely, one
can replace the single kernel by a linear combination of base
kernels, while each kernel describes a different property of the data of interest (i.e., different feature spaces or distributions). Thus, MKL is expected to provide improved generalization ability for the learning model.

Similar to SVM, one can approach MKL by formulating and solving its primal form. This process can be considered as describing the data in multiple feature spaces using different norm vectors \( w_k \). Let \( \phi : \mathcal{X} \rightarrow \mathcal{H} \) be a feature mapping function, in which \( \mathcal{X} \) is the input space and \( \mathcal{H} \) is a dot product space associated with the inner product \( \langle \phi(x), \phi(z) \rangle_{\mathcal{H}} \). Note that we have \( \langle \phi(x), \phi(z) \rangle_{\mathcal{H}} = k(x, z) \), which computes the inner product between the transformed feature vectors \( \phi(x) \) and \( \phi(z) \), and \( k(\cdot, \cdot) \) is a positive definite kernel function. According to [20], the primal form of MKL is thus formulated as the following optimization problem:

\[
\min_{\beta, \phi(w), b, \xi} \frac{1}{2} \sum_{\ell=1}^{p} \|\phi_{\ell}(w_{\ell})\|_{H}^2 + C \sum_{i=1}^{n} \xi_i
\]

\[
\text{s.t.} \quad y_i \left( \sum_{\ell=1}^{p} \langle \phi_{\ell}(w_{\ell}), \phi(x_i) \rangle_{\mathcal{H}} + b \right) + \xi_i \geq 1,
\]

\[
\xi_i \geq 0, \quad \text{for } i = 1, 2, \ldots, n,
\]

\[
\|\beta\|_1 = 1, \quad \beta \geq 0,
\]

where \( \beta = [\beta_1, \beta_2, \ldots, \beta_p]^{\top} \), and \( p \) is the number of feature spaces (i.e., number of base kernels). Similar to SVM, \( C \) in (1) is the trade-off between the generalization of MKL and its training errors \( \xi_i \). From the above formulation, we see that the primal form of MKL restricts the weight of the norm vector \( \phi_{\ell}(w_{\ell}) \) with the constraint of \( \|\beta\|_1 = 1 \) and \( \beta_\ell \geq 0 \), which tends to produce a sparse solution for \( \beta \). In (1), it can be observed that if \( \beta_\ell \) vanishes, then the corresponding \( \|\phi_{\ell}(w_{\ell})\|_{\mathcal{H}} \) should be zero; otherwise, the value of the objective function will be unbounded. In [20], Rakotomamonjy et al. have shown that \( \|\phi_{\ell}(w_{\ell})\|_{\mathcal{H}} \rightarrow 0 \) as \( \beta_\ell \rightarrow 0 \), which prevents the objective function value from approaching infinity. Therefore, the use of the sparsity constraint \( \|\beta\|_1 = 1 \) would still produce a valid and sparse solution for \( \beta \).

Similar to the SVM, one can also convert the above formulation and derive the dual form for MKL. With the constraint on \( \beta_\ell \), the minimization problem (1) can thus be transformed into the following min-max problem:

\[
\min_{\beta} \max_\alpha \quad \sum_{i=1}^{n} \alpha_i - \frac{1}{2} \sum_{i,j=1}^{n} y_i y_j \alpha_i \alpha_j \sum_{\ell=1}^{p} \beta_\ell k_\ell(x_i, x_j)
\]

\[
\text{s.t.} \quad \sum_{i=1}^{n} y_i \alpha_i = 0
\]

\[
0 \leq \alpha \leq 1C, \quad \|\beta\|_1 = 1, \quad \beta \geq 0,
\]

where \( \alpha_i \) are the Lagrange coefficients. Comparing (2) to SVM, multiple base kernel functions (i.e., \( k_\ell(x_i, x_j) \)) are applied in (2) while only a single kernel is used in SVM. Since the constraint \( \|\beta\|_1 = 1 \) tends to result in a sparse solution of \( \beta_\ell \), this learning process can be viewed as the removal of redundant kernels among the base ones. Simply speaking, the MKL formulation in (2) aims to determine an optimal and compact linear combination of base kernels for improved recognition performance, and this is achieved by learning the best weights \( \beta_\ell \) for the base kernels and the predictors \( \alpha_i \) for the associated data (for classification). For a test input \( x \), the decision function of MKL can be computed as:

\[
F_{MKL}(x) = \text{sign}\left( \sum_{i=1}^{n} \sum_{\ell=1}^{p} \beta_\ell (k_\ell(x_i, x) \cdot \alpha_i + b) \right).
\]

B. MKL for Feature Fusion and Variable Selection

As mentioned in Section II, it has been shown that feature fusion via MKL can improve the performance for many learning and vision tasks [6], [3], [9]. As shown in Fig. 2, the standard MKL framework constructs base kernels for each type of feature, and their optimal weight coefficients (i.e., \( \beta_\ell \)) are determined by solving (2). However, the standard MKL needs to pre-determine the parameters for each kernel, such as the bandwidth \( \sigma \) of Gaussian kernels, and this parameter selection procedure either requires prior knowledge or results in increased computational complexity due to the need to perform cross-validation.

MKL also has recently been applied for variable selection [3], [15], [16]. Existing methods typically approach this type of problem as solving a task of learning the optimal weights for each feature variable/attribute. More specifically, MKL uses each feature variable to construct a corresponding kernel. As shown in Fig. 2, it determines the weight coefficients for each for improved performance while those weights indicate the relevance of the associated features for the learning task. Although the weighted sum of these kernels calculated from individual variable is expected to improve the classification performance, results reported in previous works such as [15] did not achieve significant improvements on several benchmark datasets. Moreover, existing variable selection methods usually regard all variables from the same domain, and the distributions of each variable are assumed to be the same with some data normalization techniques applied. In other words, they did not address the problem of heterogeneous variable selection as we do. In the next section, we will detail our proposed MKL framework, which can be applied to both heterogeneous feature fusion and variable selection problems.

IV. GROUP LASSO REGULARIZED MKL

A. Algorithm of GL-MKL

To address the problems mentioned in the previous section, we propose a novel MKL with a group lasso regularizer, called

\[
\text{Fig. 2. Illustration of MKL for feature selection. Each feature constructs a base kernel, and the MKL determines weight coefficients } \beta_\ell \text{ for each base kernel with a sparsity constraint.}
\]
group lasso regularized MKL (GL-MKL), which constrains the coefficient \( \beta \) with a \( \ell_{1,2} \) norm. Suppose that we have \( p \) types of feature paired with \( k \) different kernel choices (e.g. different \( \sigma \) choices if using Gaussian kernels). There is a total of \( p \times k \) base kernels in our group lasso regularized MKL. That is, we have \( \beta = [\beta_1; \beta_2; \ldots; \beta_p] = [\beta_{11}, \beta_{12}, \ldots, \beta_{pk}]^T \in \mathbb{R}^{(p \times k) \times 1} \), which are associated with base kernels as shown in Fig. 3. Our mixed \( \ell_{1,2} \) constraint imposed on \( \beta \) will maintain sparsity between different groups (i.e. different feature types), while the associated \( \beta_{mj} \) values in each group need not be sparse (see Fig. 3). More precisely, we enforce the sparsity constraint at the feature space level (for feature fusion), and we allow our MKL to select more than one kernels for each feature to improve overall performance (including heterogeneous features).

With these \( p \times k \) kernels and the corresponding coefficient \( \beta \in \mathbb{R}^{(p \times k) \times 1} \), the primal form of our GL-MKL is formulated as follows:

\[
\min_{\beta, \phi, b, \xi} \frac{1}{2} \sum_{m,j=1}^{p,k} \frac{1}{\beta_{mj}} \left\| \phi_{mj}(\mathbf{w}_{mj}) \right\|_2^2 + C \sum_{i=1}^{n} \xi_i \\
\text{s.t. } y_i \left( \sum_{m,j=1}^{p,k} (\phi_{mj}(\mathbf{w}_{mj}), \phi_{mj}(\mathbf{x}_i)) \right) \mathcal{H}_{mj} + b + \xi_i \geq 1, \\
\xi_i \geq 0, \quad \text{for } i = 1, 2, \ldots, n, \\
\sum_{m=1}^{p} \left\| \beta_m \right\|_2 \leq 1, \quad \beta_m \in \mathbb{R}^k \geq 0, \quad \forall m, \\
k = 1, p = 0 \) or \( (k = 0, p = 1) \) will convert our algorithm back to \( \ell_1 \) or \( \ell_2 \) regularized MKL problem, which can be considered as two special cases of our proposed MKL. In practice, one can choose different numbers of kernels for each feature using our MKL, while we fix this number \( k \) in this paper. From (4), we have \( \left\| \phi_{mj}(\mathbf{w}_{mj}) \right\|_{\mathcal{H}_{mj}} \rightarrow 0 \) as \( \beta_{mj} \rightarrow 0 \) in our GL-MKL formulation. As discussed in Section III-A, this property prevents the value of the objective function in (4) from approaching infinity, and thus a valid solution \( \beta \) with group-wise sparsity will be obtained.

We see that, if \( \beta \) is fixed in (4), our GL-MKL formulation becomes a Lagrangian function of variables \( \phi(\mathbf{w}), b, \) and \( \xi \):

\[
\mathcal{L}(\phi(\mathbf{w}), b, \xi) = \frac{1}{2} \sum_{m,j=1}^{p,k} \frac{1}{\beta_{mj}} \left\| \phi_{mj}(\mathbf{w}_{mj}) \right\|_2^2 + C \sum_{i=1}^{n} \xi_i \\
+ \sum_{i=1}^{n} \alpha_i (1 - \xi_i - y_i \left( \sum_{m,j=1}^{p,k} (\phi_{mj}(\mathbf{w}_{mj}), \phi(\mathbf{x}_i)) \right) \mathcal{H}_{mj} + b)) \\
- \sum_{i=1}^{n} \nu_i \xi_i,
\]

where \( \alpha_i \) and \( \nu_i \) are the Lagrangian multipliers. Setting the derivatives of this function with respect to the corresponding variables to zero, we have the following conditions:

\[
\frac{\partial \mathcal{L}(\phi(\mathbf{w}), b, \xi)}{\partial \phi_{mj}(\mathbf{w}_{mj})} = 0 \Rightarrow \phi_{mj}(\mathbf{w}_{mj}) = \beta_{mj} \sum_{i=1}^{n} \alpha_i y_i \phi_{mj}(\mathbf{x}_i), \quad \forall m, j \\
\frac{\partial \mathcal{L}(\phi(\mathbf{w}), b, \xi)}{\partial b} = 0 \Rightarrow \sum_{i=1}^{n} \alpha_i y_i = 0 \\
\frac{\partial \mathcal{L}(\phi(\mathbf{w}), b, \xi)}{\partial \xi} = 0 \Rightarrow C - \alpha_i - \nu_i = 0, \quad \forall i.
\]

Substitute the KKT conditions to (5), we then transform (4) into the following min-max optimization problem

\[
\min_{\beta} \max_{\alpha} S(\alpha, \beta) = \sum_{i=1}^{n} \alpha_i - \frac{1}{2} \sum_{i=r=1}^{n} \sum_{m,j=1}^{p,k} \beta_{mj} k_{mj}(\mathbf{x}_i, \mathbf{x}_j) \\
\text{s.t. } \sum_{i=1}^{n} y_i \alpha_i = 0, \\
0 \leq \alpha \leq 1 C, \quad \sum_{m=1}^{p} \left\| \beta_m \right\|_2 \leq 1, \quad \beta_m \in \mathbb{R}^k \geq 0 \quad \forall m.
\]

The above min-max problem can be solved by gradient based methods (e.g., [12], [20]). Alternatively, we can formulate (7) as a semi-infinite programming (SIP) problem [22] and search for the best \( \alpha \) and \( \beta \) iteratively. To be more specific, we fix \( \beta \) and solve the maximization problem of (7) with respect to \( \alpha \); we note that this procedure can be addressed using any regular SVM solver such as libSVM [23], which solves (7) with fixed \( \beta \). Once the variables \( \alpha \) are determined in an iteration, we fix \( \alpha \) and solve the minimization problem of (7) with respect to \( \beta \). Suppose that \( \alpha^* \) is the optimal solution in (7), we have the objective value \( S(\alpha^*, \beta) = \theta \) and \( \theta \geq S(\alpha, \beta) \) for all \( \alpha \). Thus, by fixing \( \alpha \), we convert (7) into the following SIP
Algorithm 1: Our Group Lasso Regularized MKL

Input: Data matrix $A$, label $y$, kernel function $k_{m,j}$
Output: $\alpha$ and $\beta \in \mathbb{R}^{p \times k}$
begin
\[ t \leftarrow 1; \ S^0 \leftarrow 1; \ \theta^0 \leftarrow 0; \ \beta^0_{m,j} \leftarrow -\frac{1}{p \vee k} \ \forall \ m, j; \]
while \[ |1 - \frac{\theta^{t-1}}{\beta^{t-1}}| \leq \epsilon \] do
\[ \alpha^t \leftarrow \text{solve (7) with fixed } \beta^{t-1}; \]
\[ S^t \leftarrow S(\alpha^t, \beta^{t-1}); \]
\[ \beta^t, \ \theta^t \leftarrow \text{solve (8) with all fixed } \alpha^1, \alpha^2, \ldots, \alpha^t; \]
\[ t \leftarrow t + 1 \]
end

problem (as suggested by [21]) which minimizes $\theta$ to its lower bound:

\[
\min_{\theta, \beta} \theta \quad \text{s.t.} \quad \theta \geq S(\alpha, \beta), \quad \sum_{m=1}^{p} \|\beta_m\|_2 \leq 1, \quad \beta_m \in \mathbb{R}^k \geq 0 \ \forall m, \quad \sum_{i=1}^{m} y_i \alpha_i = 0, \quad \forall \alpha \in \mathbb{R}^n. \tag{8}
\]

In our implementation, we use the function fmincon in MATLAB to solve (8). By iteratively solving the above two types of optimization problems (with respect to $\beta$ or $\alpha$), the optimal solution of (7) is thus determined. The pseudo code of our GL-MKL is described in Algorithm 1, and the decision function of GLMKL is calculated as:

\[
F_{GLMKL}(x) = \text{sign}(\sum_{i=1}^{n} \sum_{m,j=1}^{p,k} \beta_{m,j}(k_{m,j}(x_i, x) \alpha_i + b)). \tag{9}
\]

B. GL-MKL for Heterogeneous Feature Fusion

When using our proposed GL-MKL for heterogeneous feature fusion, we associate multiple types of kernels (with different kernel parameters) with each type of feature and consider them as a group, as illustrated in Fig. 3. The weight coefficients of each kernel, denoted by $\beta_{m,j}$, are constrained by our group lasso regularization (see 7), and thus our feature fusion framework maintains sparsity across $\beta_m$ but allows non-sparsity within $\beta_m$. We note that the above sparsity among different groups (features) is preferable, since it meets the goal of feature fusion (i.e., an emphasis of effective features). On the other hand, our group lasso constraint allows the non-sparsity within each group of base kernels; this is to accommodate the presence of heterogeneous data, which will require different (and possibly multiple) kernels with distinct kernel parameters to describe the data in different feature spaces at the same time. Therefore, the use of our GL-MKL provides additional flexibility in fitting heterogeneous data, and this cannot be easily achieved by standard MKL methods.

C. GL-MKL for Heterogeneous Variable Selection

For heterogeneous variable selection problems, it has been observed that each variable prefers a different set of base kernels which best represent its property/distribution for recognition purposes [24]. As a result, the use of our proposed GL-MKL can be extended for variable selection purposes. We associate multiple types of kernels (with different kernel parameters) with each variable and consider them as a group; that is to say, we consider the use of each variable to construct base kernels, and the learning process is to determine the associated weight for each kernel. If the weight is zero, the corresponding feature is redundant or trivial and thus it is discarded. Similar to the above fusion framework, The sparsity among different groups (features) meets the goal of variable selection (i.e., a compact set of variables is desirable), and the non-sparsity within each group of base kernels provides additional flexibility in fitting heterogeneous data. Another advantage is that we do not require the prior knowledge on the preferable/optimal size of the variable subset to be selected. This cannot be easily achieved by sequential-based feature selection methods. In the next section, we will evaluate our GL-MKL feature fusion and variable selection on a variety of datasets and show the effectiveness of our proposed method.

V. EXPERIMENTS: FEATURE FUSION

A. Video Object Classification

1) Web Video Dataset: For our experiments on video object recognition with feature fusion, we collect a Web video dataset from YouTube, in which the videos are captured by uncontrolled and free-moving cameras, and the moving objects of interest are present in cluttered background. Significant scale and viewpoint variations of the objects can be observed, and the resolution of a large portion of videos in this dataset is low. We consider six different moving object categories: Airplane, Ambulance, Race Car, Fire Engine, Helicopter, and Motorbike. Each object category has 25 to 30 video sequences, and each sequence has one moving foreground object presenting in it. We randomly select 10 from each class for training, and the remaining for testing. Figure 4 shows
some video frames of each object category as an example of our dataset.

We sub-sample 20 frames from each of the video sequence. In order to preprocess our video data, we apply our recently proposed Consensus Foreground Object Template (CFOT) [10] to identify the region of interest (i.e., the foreground object with dominant motion information). We multiply the CFOT masks on the training and test video data, and we extract the associated visual features within the CFOT regions for training and testing. Note that only the visual features extracted from the training data are used to design the classifiers. For audio feature, in order to produce the same number (20) of each type of features, we uniformly divide each video clip into 20 segments and average the Mel-frequency cepstral coefficients (MFCC) to obtain 20 audio features. To classify a test video input, we first predict the label of each of the 20 sub-sampled frames from that input sequence, and we use a majority vote to determine the final object label for this input video. In our experiments, we consider the one-against-all strategy for classifier designs.

2) Features and Parameters: We consider five types of features collected from audio and visual domains for feature fusion. We now describe the setting for each below.

- **MFCC**
  We convert audio signals of each video sequence into a stream of 19-dimensional Mel-frequency cepstral coefficients (MFCCs) using a 32-ms Hamming-windowed frame with 10-ms shifts.

- **SIFT**
  For visual appearance information, we use SIFT (scale-invariant feature transform) descriptors [1]. The dense SIFT visual features are extracted from 16 × 16 pixel patches from a video frame, and the horizontally and vertically spaced between adjacent patches is 6 pixels.

- **HOG**
  We capture shape information by HOG (histogram of oriented gradients) descriptors [2]. We consider a dense 8 × 8 pixel grid of uniformly spaced cells and extract gradient histograms, and only one scale in an octave of the pyramid is used.

- **Gabor**
  As for texture information, we extract the image texture by the Gabor filter [25, 26] at four different scales and with six orientations. We calculate the mean and standard deviations of these 24 output values, which result in a total dimension of this feature as 48.

- **EDH**
  The edge information is analyzed by an EDH (edge direction histogram) descriptor [27, 26]. A Canny filter is applied to detect edges within the region of interest. We then use a Sobel filter to calculate the gradient of each edge point, and quantize this result into a 72-bin descriptor.

For the descriptors extracted from the visual domain, we apply sparse coding [28] techniques to convert them into a bag-of-words (BOW) model. In our implementation, we use the software package developed by Mairal et al. [29] to learn the dictionaries (one for each type of features), and to encode the associated sparse feature descriptor. The size of each dictionary K is set to 225, and we have λ = 0.2 controlling the sparsity of the encoded coefficient vector in our experiments. After obtaining the encoded sparse coefficient vectors for all features, we use the max pooling strategy to covert the encoded coefficients into a K-dimensional feature vector for each video frame.

3) Discussion: In our experiments, we compare our proposed GL-MKL with existing SVM and MKL-based feature fusion methods. Gaussian kernels are used for nonlinear mapping in SVM and all MKL-based methods. In all methods considered, the regularization parameter C is selected by 5-fold cross validation. For the standard SVM, the bandwidth σ of Gaussian kernel is also fine tuned by 5-fold cross validation. To deal with the heterogeneous audio and visual features using our GL-MKL, we allow each feature type to build 6 different base Gaussian kernels as a group, and the σ value for each Gaussian is determined by the standard deviation γ of the Euclidean distance between each pair of training instances. As a result, the six σ values for our base kernels are \{γ, γ · 10^1, γ · 10^2, γ · 10^3, γ · 10^4, γ · 10^5\}.

We first compare the performance of our GL-MKL with those produced by SVM-based feature fusion methods. The results in terms of mean average precision (MAP) are shown in Table I. The first two SVM classifiers are linear and non-linear SVMs, which are trained using concatenated audio and visual features. The other three methods considered can be considered as decision-level fusion using SVMs trained on individual features. They are sum rule, major vote, and Adaboost. To show that our GL-MKL does not require to explicitly normalize the features due to the use of multiple kernels, we also evaluate all methods with three normalization strategies: without normalization, zero-mean, and max-min. For zero-mean, we normalize features into a normal distribution \mathcal{N}(0, 1). On the other hand, we linearly normalize all features into the same \{0, 1\} range for max-min. From Table I, it is clear that our GL-MKL significantly outperforms other SVM-based fusion methods in most cases. It shows that the direct concatenation of heterogeneous features directly might suffer from the dominant features and thus affect the performance.

Next, we compare our GL-MKL with existing MKL-based fusion methods, including the standard MKL [15], non-sparse MKL (or NS-MKL in short) [21], and LP_B and LP_β for MKL [3]. Besides, we consider two baseline MKL approaches which combine the base kernels by average or product. By a five-fold cross validation, we select the best σ value for all base Gaussian kernels jointly with the regularization parameter C for these two baseline methods. For the standard MKL and NS-MKL, we construct 6 base Gaussian kernels for each type of features and thus also have a total of 30 base kernels (5 audio/visual features available) to learn the associated MKL classifier. We note that we apply the same parameter setting
TABLE I
PERFORMANCE COMPARISONS WITH SVM-BASED FUSION METHODS ON OUR WEB VIDEO DATASET. WE CALCULATE THE MEAN AVERAGE PRECISION (MAP) FOR EACH APPROACH AND FEATURE NORMALIZATION TECHNIQUE.

<table>
<thead>
<tr>
<th>Normalization</th>
<th>GL-MKL</th>
<th>Gaussian</th>
<th>Linear</th>
<th>Linear</th>
<th>Linear</th>
</tr>
</thead>
<tbody>
<tr>
<td>N/A</td>
<td>72.72</td>
<td>72.17</td>
<td>65.62</td>
<td>62.62</td>
<td>62.57</td>
</tr>
<tr>
<td>Zero-mean</td>
<td>72.17</td>
<td>72.47</td>
<td>65.71</td>
<td>62.69</td>
<td>68.31</td>
</tr>
<tr>
<td>Min-Max</td>
<td>65.62</td>
<td>68.67</td>
<td>64.73</td>
<td>57.63</td>
<td>68.07</td>
</tr>
</tbody>
</table>

TABLE II
PERFORMANCE COMPARISONS WITH MKL-BASED FUSION METHODS ON OUR WEB VIDEO DATASET. WE CALCULATE THE MEAN AVERAGE PRECISION (MAP) FOR EACH APPROACH AND FEATURE NORMALIZATION TECHNIQUE. NOTE THAT THE DECISION FUNCTIONS AND THE REQUIRED PARAMETERS TO LEARN ARE LISTED FOR EACH METHOD.

<table>
<thead>
<tr>
<th>Method</th>
<th>Normalization</th>
<th>Decision function</th>
<th>Learning</th>
</tr>
</thead>
<tbody>
<tr>
<td>GL-MKL</td>
<td>N/A</td>
<td>$y(x) = \alpha \cdot \prod_{m,j} \sum_{i=1}^{p} \beta_{m,j} k_{m,j}(x_i, \cdot) + b$</td>
<td>$\alpha$, $\beta$, $b$</td>
</tr>
<tr>
<td>MKL [15]</td>
<td>Zero-Mean</td>
<td>$y(x) = \alpha \cdot \prod_{m,j} \sum_{i=1}^{p} \beta_{m,j} k_{m,j}(x_i, \cdot) + b$</td>
<td>$\alpha$, $\beta$, $b$</td>
</tr>
<tr>
<td>NS-MKL [21]</td>
<td>Min-Max</td>
<td>$y(x) = \alpha \cdot \prod_{m,j} \sum_{i=1}^{p} \beta_{m,j} k_{m,j}(x_i, \cdot) + b$</td>
<td>$\alpha$, $\beta$, $b$</td>
</tr>
</tbody>
</table>

TABLE III
THE COMPUTATION TIME OF KERNEL-BASED FUSION METHODS ON WEB VIDEO DATASET.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Running Time (seconds)</td>
<td>2148.68</td>
<td>2184.19</td>
<td>2251.24</td>
</tr>
</tbody>
</table>

for LP_B and LP_β in [3]1 for a fair comparison. The decision functions for each MKL-based method and the required parameters to learn are shown also in Table II, where $b$ is the offset, $\alpha$ is the support vector coefficients (for data instances), and $\beta$ or $B$ are the kernel weights for each feature type.

Table II lists the recognition performance in terms of MAP of our GL-MKL and other MKL-based fusion methods on the Web video dataset. It can be seen that all results of learning-based MKL approaches (i.e., those with the learning of kernel weights) are superior to those of simple fusion baseline methods (i.e., average and product). It confirms that an appropriate weighting scheme can achieve better performance for feature fusion, especially for the case of heterogenous features. Among the approaches with kernel weight learning, our proposed GL-MKL yields the best performance with either non-normalization or zero-mean normalization. This verifies that assigning each heterogeneous feature with multiple base kernels with a group structure provides a more flexible way in fitting/representing data. In other words, our proposed is more robust and adaptive to features collected from heterogeneous domains even without a carefully normalization procedure, and thus an improved recognition performance can be achieved.

Table III shows the computation time for training and test phases for MKL-based methods. It can be observed that our GL-MKL required comparable computation time as the standard MKL and NS-MKL did. Note that all runtime estimates are performed on a personal computer with Intel Core 2 Duo CPU 2.66GHz and 4G RAM. We did not list the computation time for LP_B and LP_β, since we simply applied their software package (programmed in C++) for our experiments. However, as noted in [3], their computation time is comparable to that of MKL. Therefore, it can be confirmed that our computational cost is comparable to other MKL-based methods, while we achieve an improved recognition performance in feature fusion.

In order to visualize the contribution of each feature type in such a MKL-based fusion scheme, we plot the kernel weights of the base kernels for MKL and our GL-MKL in Fig. 5(a) and the first row of Fig. 5(b), respectively. Note that we only list three binary classifiers (airplane, ambulance, and race car) for simplicity. From Fig. 5(b), we see that our GL-MKL selected more than one base kernel for each feature type, while the standard MKL tends to select sparse base kernels for feature fusion. Take the categories of ambulance and race car for examples, the audio feature is important for both categories, but the weights for the six audio kernels were very different. However, for the standard MKL, it only selected very few base kernels for recognition purposes, while the kernel weights for the audio feature for both categories were very low (see Fig. 5(a)). This is an example showing that our GL-MKL provides

---

1 The code used to produce the results of LP_B and LP_β [3] is available at http://www.vision.ee.ethz.ch/people/gschl/
more flexibility in selecting kernels for improved recognition.

To further evaluate the robustness of our GL-MKL, we observe the change of the kernel weights when removing the least significant feature types sequentially. The kernels weights for the above cases are shown in the second to the fourth rows of Fig. 5(b). We found that, when we removed the least significant features according to our original observation/selection result, the kernel weights for the remaining features (with more importance) remained the same, and the recognition rates did not vary remarkably (see the recognition rates noted in Fig. 5(b)). These results support that our proposed GL-MKL is very effective for heterogeneous feature fusion, while it is able to identify the features with greater importance with proper feature/kernel weights.

B. Image Classification

1) Datasets and Features: We now conduct feature fusion experiments for image classification on two benchmark datasets: Scene-15 [30] and UIUC Sports Event datasets [31]. The Scene-15 dataset is collected from COREL collection, Google Image Search, and personal photographs (see example images shown in Fig. 7). Each class has 200 to 400 images, and the average image size is about 250 × 300 pixels. We randomly choose 100 images per category for training and the rest for testing. We repeat this process 5 times and report the average results. For the UIUC Sports Event dataset, there is a total of eight sports event categories available (see Fig. 6 for examples), and each class has 137 to 250 high-resolution images with sizes varying 800 × 600 to thousands of pixels. We randomly choose 70 images per category for training and the rest for testing. We also repeat this process 5 times and report the average results.

For image classification, we consider five different types of visual features/descriptors. We first choose to extract PACT descriptors [32], which can be considered as a variant of the CENTRIST [32] descriptors and are known to be among the stat-of-the-art features especially for scene image recognition. We follow the setting in [32] and extract a 2-level PACT descriptor for an input image, and thus a 1302 dimensional feature vector will be obtained for each. The self-similarity descriptor [33] which measures the similarity between visual entities describing the structural information is the second...
type of visual feature considered. We use $5 \times 5$ pixel patches and set the correlation radius equal to 10 pixels in our experiments. The dimension of the resulting feature vector is encoded by a codebook of 600 visual words constructed by k-means clustering. Grey-scale dense SIFT descriptors [1] are extracted from each image to describe the image appearance information. The feature vectors are encoded by a codebook of 600 visual words constructed by k-means clustering. Grey-scale dense SIFT descriptors are calculated. Finally, HOG descriptors [2] (with 40 bins) are extracted to describe the shape information presented in images.

2) Discussions: We compare our GL-MKL with SVM/ MKL-based fusion methods, and the MAP performance is listed in Table IV. The settings for LP$_\gamma$, LP$_B$ and the standard SVM with Gaussian kernel are identical to those in our web video experiment. For MKL, NS-MKL and GL-MKL, we construct 3 different base Gaussian kernels for each feature type. The sigma values are determined by the mean $\mu$ of the Euclidean distance between all pairs of training instances, and we have $\{\mu \cdot 10^{-1}, \mu, \mu \cdot 10\}$ as the sigma values for the Gaussian kernels.

From this table, we can see that our GL-MKL is among the best of the MKL-based fusion methods. It is worth noting that, as pointed out in [32], the PACT descriptor exhibited promising discriminating ability especially for scene image data. Using the nonlinear SVMs with Gaussian kernels, it was reported in [32] that the use of PACT achieved about 83% and 78% MAP accuracies for the Scene-15 and UIUC Sport Event datasets, respectively. From our experiments, we observed that our GL-MKL automatically chose PACT as the most dominant feature after the feature fusion and learning stage, and thus a comparable performance at 83.54% was achieved for the Scene-15 dataset. As for the UIUC Sport Event dataset, in which both scene (i.e., places, courts, environments, etc.) and object (i.e., athletes, sports equipments, etc.) information are presented in images, our GL-MKL considered features besides PACT also describing representative information, and thus a better performance at 81.11% was obtained. From the above experiments on both video and image datasets, we successfully verify the effectiveness of our GL-MKL for heterogeneous feature fusion.

VI. EXPERIMENTS: VARIABLE SELECTION

In this section, we evaluate the performance of variable selection on four UCI datasets2 (see Table V for detailed descriptions). Among the datasets we consider, all contain heterogeneous variables except for the Ionosphere dataset. Besides, the Wine dataset contains multiple classes to be recognized.

A. Comparisons with MKL-based Variable Selection Methods

For the first part of the experiments on variable selection, we compare our proposed GL-MKL with SVM (using all features), standard MKL [15], and NS-MKL [21]. Gaussian kernels are used for nonlinear mapping in SVM and all MKL-based methods. To deal with heterogeneous variables, we allow our proposed GL-MKL to choose among four different Gaussian kernels (with different $\sigma$) for each variable in the $p$-dimensional data space, so that our GL-MKL has a total of $4 \times p$ base kernels. We then group these kernels at feature level to enforce the group lasso constraint. Recall that, since our approach learns the optimal kernels for variable selection, we do not require any validation data to select $\sigma$. For all our tests, we randomly select 80% of the data for training, and the remaining as the test set data. Each experiment is repeated with 5 random trials, and we present the average recognition rate and the average size of the selected variable subset for each case, as shown in Table VI and VII.

We note that none of the MKL-based methods assume that the optimal number of variables are known in advance, which
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<table>
<thead>
<tr>
<th>Dataset</th>
<th>Wpbc</th>
<th>Wdbc</th>
<th>Ionosphere</th>
<th>Wine</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gaussian</td>
<td>78.85 ± 1.30</td>
<td>82.75 ± 0.55</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MKL [15]</td>
<td>77.38 ± 1.31</td>
<td>81.87 ± 0.37</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NS-MKL [21]</td>
<td>80.17 ± 1.19</td>
<td>82.97 ± 0.55</td>
<td></td>
<td></td>
</tr>
<tr>
<td>LP$_\gamma$ [3]</td>
<td>80.37 ± 1.32</td>
<td>83.87 ± 0.34</td>
<td></td>
<td></td>
</tr>
<tr>
<td>LP$_B$ [3]</td>
<td>80.19 ± 0.90</td>
<td>83.06 ± 0.55</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GL-MKL</td>
<td>81.11 ± 0.78</td>
<td>83.54 ± 0.16</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

2. The UCI datasets are available at http://archive.ics.uci.edu/ml/
is practical for variable selection. For different datasets and variable selection methods, the averaged recognition performance and the size of the selected variable subset are presented in Table VI. While the nonlinear SVM does not have the capability of selecting discriminating variables, it is used as the baseline classifier for comparisons. From Table VI, it can be observed that the recognition rates reported by non-sparse MKL, MKL, and our heterogeneous variable selection method are statistically comparable to each other. However, it is worth noting that our GL-MKL resulted in the most compact variable subset for each dataset, as shown in the last column of Table VI. Therefore, these results verify the use of our method for variable selection with comparable recognition performance achieved.

Fig. 8 shows the weight $\beta_{mj}$ for each base kernel and the associated variable. For each variable (i.e., each grid in Fig. 8), we assign a total of $k = 4$ base kernels, and the variable selection results are depicted by their weights (i.e., red bars in Fig. 8). It can be seen that our approach selected a compact variable subset (e.g., only 3 out of 31 variables were selected in Wpbc, as shown in Fig. 8), while the associated kernels need not be sparse. These results support that our approach is able to provide a sparse yet discriminating variable subset, and achieves comparable performance as standard methods do.

B. Comparisons with Sequential-based Selection Methods

We also compare our results with IFFS [35], and SFFS [36], which are state-of-the-art sequential-based variable selection methods and are popular due to its simplicity in implementation. The major concern of this type of approaches is that it needs to exhaustively search for the entire variable space for variable selection. Since these two methods need the prior knowledge of the variable subset size, we use the number of variables selected by our GL-MKL (determined in Table VI), and compare the recognition performance using the same size of the variable subset.

From Table VII, we see that our method outperforms SFFS and IFFS in terms of recognition on both heterogeneous or homogeneous variable data. Comparing with sequential-based variable selection methods, our method exhibits excellent ability in automatically determining the least number of variables when producing satisfactory recognition performance.

To make the comparisons more complete, we also search for the entire variable space on heterogeneous datasets using SFFS and IFFS, and we plot their corresponding averaged recognition rates in Fig. 9. It can be seen that, if the user does not specify the preferable number of variables to be selected, one will need to exhaustively search for the optimal size of the variable subset using sequential-based methods. When using our GL-MKL, the optimal number of variables can be selected automatically, while we achieve improved or comparable recognition performance (marked by black * in Fig. 9) as the sequential-based methods do.

VII. CONCLUSIONS

A novel group lasso regularized MKL (GL-MKL) was proposed in this paper to address both heterogeneous feature fusion and variable selection problems. To deal with such heterogeneous data, we proposed to assign a group of base kernels for each feature type or feature attribute. In order to automatically determine the kernel weights and parameters for above cases, we introduced a mixed $\ell_{1,2}$ norm constraint (i.e., group lasso) into the existing MKL algorithm. This regularizer would enforce the sparsity at the group level, while non-sparsity can be preserved for base kernels within the same group, which allows the MKL model to better describe the feature/variable extracted from different domains. It is worth

### Table VI

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Wdbc</td>
<td>93.81 ± 2.65 (30)</td>
<td>95.40 ± 1.81 (23)</td>
<td>95.22 ± 2.04 (7.2)</td>
<td>94.87 ± 4.26 (4.2)</td>
</tr>
<tr>
<td>Wpbc</td>
<td>76.12 ± 1.16 (31)</td>
<td>75.10 ± 2.46 (12)</td>
<td>75.71 ± 0.85 (3.2)</td>
<td>75.71 ± 1.33 (2.4)</td>
</tr>
<tr>
<td>Ionosphere</td>
<td>95.14 ± 2.17 (34)</td>
<td>87.43 ± 3.70 (33)</td>
<td>89.71 ± 1.86 (11.2)</td>
<td>93.71 ± 3.29 (10.8)</td>
</tr>
<tr>
<td>Wine</td>
<td>81.76 ± 2.46 (13)</td>
<td>92.94 ± 6.10 (11.8)</td>
<td>90.00 ± 4.92 (4.5)</td>
<td>95.29 ± 1.61 (5.3)</td>
</tr>
</tbody>
</table>

### Table VII

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Wdbc</td>
<td>91.68 ± 2.28 (5)</td>
<td>94.51 ± 1.17 (5)</td>
<td>94.87 ± 4.26 (4.2)</td>
</tr>
<tr>
<td>Wpbc</td>
<td>76.92 ± 7.60 (3)</td>
<td>68.20 ± 8.82 (3)</td>
<td>75.71 ± 1.33 (2.4)</td>
</tr>
<tr>
<td>Ionosphere</td>
<td>89.42 ± 2.94 (11)</td>
<td>91.14 ± 1.89 (11)</td>
<td>93.71 ± 3.29 (10.8)</td>
</tr>
<tr>
<td>Wine</td>
<td>90.85 ± 3.53 (5)</td>
<td>88.00 ± 5.54 (5)</td>
<td>95.29 ± 1.61 (5.3)</td>
</tr>
</tbody>
</table>
noting that we do not need to explicitly choose any particular normalization techniques in the above problems, and we do not assume that the size of the variable subset to be known (or search for the entire variable space) as sequential-based selection methods do. Our experimental results on both video and image datasets (for heterogeneous feature fusion) and several UCI datasets (for heterogeneous variable selection) confirmed the effectiveness and robustness of our proposed framework.

VIII. ACKNOWLEDGEMENTS

This work is supported in part by the National Science Council of Taiwan via NSC 99-2221-E-001-020 and NSC 100-2221-E-001-018-MY2.

REFERENCES
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