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Abstract

In this paper, we present an automatic foreground object detection method for videos captured by freely moving cameras. While we focus on extracting a single foreground object of interest throughout a video sequence, our approach does not require any training data nor the interaction by the users. Based on the SIFT correspondence across video frames, we construct robust SIFT trajectories in terms of the calculated foreground feature point probability. Our foreground feature point probability is able to determine candidate foreground feature points in each frame, without the need of user interaction such as parameter or threshold tuning. Furthermore, we propose a probabilistic consensus foreground object template (CFOT), which is directly applied to the input video for moving object detection via template matching. Our CFOT can be used to detect the foreground object in videos captured by a fast moving camera, even if the contrast between the foreground and background regions is low. Moreover, our proposed method can be generalized to foreground object detection in dynamic backgrounds, and is robust to viewpoint changes across video frames. The contribution of this paper is trifold: (1) we provide a robust decision process to detect the foreground object of interest in videos with contrast and viewpoint variations; (2) our proposed method builds longer SIFT trajectories, and this is shown to be robust and effective for object detection tasks; and (3) the construction of our CFOT is not sensitive to the initial estimation of the foreground region of interest, while its use can achieve excellent foreground object detection results on real-world video data.

1. Introduction

Detecting moving foreground objects from a video taken by a non-stationary camera attracts intensive attention from researchers and engineers in the field of image and video processing. This is of particular interest for applications such as action and event recognition, and automatic annotation of videos. However, moving foreground detection has been a challenging task since the moving foreground object in real-world videos is often highly articulated or even non-rigid. Without prior knowledge (e.g., training data) on the foreground object of interest, it is difficult to model the object information even with user interaction. In practice, the camera is not fixed and thus conventional object detection methods based on frame differences cannot be applied, which makes background modeling approaches fail. In [1], Patwardhan et al. pointed out the three scenarios which make video foreground object detection very difficult. The first scenario is the presence of complex background which contains moving components such as water ripples or swaying trees. The second case is background motion caused by camera motion (e.g., shaky tripod in windy days), which rules out the use of conventional reconstruction-based approaches for object detection. Finally, most existing works for video object detection require training data or user interaction (e.g., at the first frame). This might not be practical and will result in increased processing time.

1.1. Related work

well for scenarios in which the camera is moving (even with nominal motion). Recent researchers focus more on foreground object detection in videos captured by freely moving cameras. In [6], Sheikh and Shah proposed to build foreground and background models using a joint representation of pixel color and spatial structures between them. In [1], Patwardhan et al. decomposed a scene and used maximum-likelihood estimation to assign pixels into layers. From their experimental results, only moving foreground objects with the average velocity up to 12–15 pixels per frame can be detected. As a result, their approach is only capable of handling videos captured by a camera with mild camera motions.

In this paper, we address automatic video foreground object detection problems under arbitrary camera motion (e.g., panning, tilting, zooming, and translation). Prior methods focusing on this type of problem can be classified into two categories. The first category (e.g., Meng and Chang’s method [7]) is to detect moving foreground object as the outliers, and thus to estimate the global motion of the camera [8]. Irani and Anandan [9] proposed a parametric estimation method for detecting the moving objects, and Wang et al. [10] also approached this problem in a similar setting. Furthermore, Bugeau and Perez [11] proposed motion and feature clustering techniques for estimating foreground object regions. The second category of moving object detection algorithms aims to model the reference background image. Felip et al. [12] proposed to estimate the dominant motion from the sampled motion vectors. Zhao et al. [13] proposed to detect objects present or removed from a non-static camera for indoor scenes based on the calculation of SIFT features [14] and homography. While it is possible to model the scene as background information for videos captured from an indoor scene or a closed area scene, modeling outdoor scene or more complicated background remains a very difficult problem.

The correspondences of feature points are widely used for linking the relationship between pairs of video frames. SIFT flow is recently proposed by Liu et al. [15] to determine the dense correspondences between image pairs for the retrieval of similar scenes. On the other hand, Sand and Teller [16] proposed a particle video approach, which is able to construct the long trajectory based on the optical flow correspondences, and thus provides more chances to detect and track foreground objects. We note that, although the method of Liu et al. [15] is able to determine dense corresponding SIFT points, it would be impractical to enforce the trajectory across all video frames, which results in linking SIFT points in dissimilar pairs of video frames. While the approach of Sand and Teller [16] better links corresponding particle points, its high computational cost would prohibit future speed-up or higher-level processing or learning tasks. In [17], a motion-flow based approach was proposed to analyze MPEG bitstreams for moving objects using the associated trajectories. Motivated by the above methods, we advance the context and spatiotemporal information of moving foreground objects, and we advocate the use of the trajectories to provide rich information in detecting foreground objects in videos.

1.2. Our contributions

We present a novel foreground object detection approach in this paper. We focus on detecting and tracking a single and dominant foreground object in uncontrolled videos, i.e., videos captured by freely moving cameras or those downloaded from the Internet. Based on the SIFT matching strategy, we calculate the foreground feature point probability for constructing robust SIFT trajectories, which imply the foreground candidate region across video frames without the need of user interaction such as parameter or threshold tuning. To perform foreground object detection, we propose a consensus foreground object template (CFOT) based on the extraction and association of SIFT points with longer trajectories and higher confidence. We note that our CFOT is not only derived by integrating the information of the candidate foreground regions in a probabilistic way, but we also advance an adaptive re-start scheme to handle false object detection results when tracking the foreground object. This makes our CFOT more robust in detecting objects in real-world uncontrolled videos, and thus we are able to extract and track the foreground objects even when the contrast between the foreground and background regions is low (spatially or temporally). This is why our proposed method can be generalized to videos with dynamic backgrounds, and is robust to viewpoint changes across video frames.

The contribution of our proposed method is trifold: (1) we provide a probabilistic self-decision framework to determine the moving foreground objects in videos, while no user interaction or parameter tuning is required; (2) the extracted SIFT points across video frames allow us to associate the candidate foreground interest points and to calculate the foreground feature point probability for robust object detection; and (3) our CFOT results in a compact representation of the foreground object of interest, while the construction of CFOT is not sensitive to the initial estimation of foreground region of interest due to the re-start mechanism when necessary. From our experimental results, it can be verified that the use of our CFOT produces excellent foreground object detection results in real-world video data.

2. Foreground object detection

Fig. 1 shows the proposed framework for video foreground object detection. This framework consists of two steps: the construction of CFOT and the use of CFOT for foreground object detection, which will be discussed in Sections 2.1 and 2.2, respectively.

2.1. Construction of consensus foreground object template (CFOT)

Fig. 2 depicts the process for constructing the consensus foreground object template (CFOT) for detection purposes. We now detail each step in this subsection.

2.1.1. Foreground key point extraction

Scale-invariant feature transform (SIFT) [14] is a popular computer vision algorithm, which can be used to detect local interest points in an image. As an initial stage of our foreground feature point extraction, we apply the SIFT feature detector in each frame of a video sequence. The goal for this step is to obtain a set of foreground key points which most likely belong to the foreground object of interest, which is achieved by identifying the SIFT key points across video frames in a probabilistic point of view, as we discuss below.

As the initialization stage of this step, a new key point \( p_i \) is detected as a SIFT point for the first time at time \( t \). Let \( p_i \) be set as \( \frac{1}{C_1} \) since we have no prior knowledge that whether this key point belongs to foreground or background. The foreground point probability function is defined as:

\[
 f_{\text{point}}(i, t) = \begin{cases} 
 f_{\text{point}}(i, t - 1) \cdot \lambda + 1 \cdot (1 - \lambda), & \text{if } p_i \neq 0; \\
 f_{\text{point}}(i, t - 1) \cdot \lambda, & \text{if } p_i = 0, 
\end{cases}
\]

where \( \lambda \) is an update factor and is set to 0.95 as suggested in [18].

The above equation provides a probabilistic way to update the probability of assigning an extracted key point as foreground, depending on its key point matching history. To be more precise, if a SIFT key point is consistently identified across video frames (by SIFT matching), it is more likely to belong to the foreground object and thus a higher probability value will be assigned. Fig. 3a
shows an example of SIFT point matching correspondences (by red arrows) between two adjacent video frames. After calculating the probability $f_{\text{point}}$ for all SIFT points across video frames, the profile of $f_{\text{point}}$ for each SIFT key point can be derived as illustrated in Fig. 4. We note that the $x$-axis in this figure indicates the frame number $t$, the $y$-axis is the index $i$ of SIFT feature points, and the vertical axis denotes the values of the calculated $f_{\text{point}}$. From our observations, a large portion of the key points extracted from the foreground object will be presented in the field of view across video frames, and thus will be associated with higher probability values. This implies that the extracted key points belong to the foreground object of interest.

Once the foreground probability profile of each SIFT keypoint is obtained, we collect a set $p_{FG}^t$ of foreground key points $p_i^t$ at time $t$, which is defined as follows:

$$p_{FG}^t = \{ p_i^t \mid p_i^t \neq \emptyset \text{ and } f_{\text{point}}(i, t) > \max(\mu - \sigma^2, \nu) \}.$$  \hspace{1cm} (2)

In (2), the threshold value is set to be $\max(\mu - \sigma^2, \nu)$, where $\mu$ and $\sigma^2$ are the mean and standard deviation of the key point distribution. The use of this data-driven threshold allows us to avoid the case of $(\mu - \sigma^2) < \nu$, i.e., to consider a key point whose
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Fig. 1. Our proposed framework for video foreground object detection.

Fig. 2. The flow chart for the construction of the consensus foreground object template (CFOT).

Fig. 3. SIFT points and the foreground region example: (a) corresponding pairs of SIFT feature points between video frames $t$ and $t - 1$, and (b) pink circles: foreground SIFT points $p_{FG}^t$ in $R_0^t$; green circles: foreground SIFT points $p_{FG}^t$ out of $R_0^t$; white circles: the rest SIFT points having/without correspondence matching; blue rectangle: the rectangular region, $R_0^t$ (bounded by the blue rectangle), defined by its upper-left and lower-right corners, i.e., $(x - 2\sigma_x, y - 2\sigma_y)$ and $(x + 2\sigma_x, y + 2\sigma_y)$, and yellow polygon: candidate foreground region, $R'$, calculated by the convex hull operation from $p_{FG}^t$ locate in the region $R_0^t$ (pink circles). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

Fig. 4. An example of foreground point probability, the SIFT point correspondence is matched according to [14]. The pink curve is the $f_{\text{point}}(i, t)$ with SIFT point index 230. The point occurred as a foreground point at frame 15 and the initial value $\nu = 0.5$ is given. At frame 30, the corresponding point cannot be obtained to cause the curve value decrease. After that time instant, the corresponding points continuously occurred, keeping the curve increasing. The curve increasing and decreasing situations can also be found from the other curves (different index $i$) belonging to $f_{\text{point}}(i, t)$. 
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\( f_{\text{point}}(i, t) < \alpha = 0.5 \) and thus is likely to be considered as background.

2.1.2. Foreground region estimation via robust SIFT trajectories

With the above probabilistic way to extract foreground feature points in a video sequence, the set \( P_{fc}^t \) is obtained and the location of each foreground key point is denoted as \((x_i^t, y_i^t) \) (\( i \) is the index of the key point, and \( t \) is the frame number). We note that, when a key point is observed across video frames, its trajectory can be constructed by connecting the key points of interest. Fig. 5a shows example foreground key points (denoted in circles), and Fig. 5b shows the corresponding trajectories, which are generated by connecting corresponding foreground key points with line segments of the same color.

We define the trajectory segment between key points \( p_i^t \) and \( p_k^t \) between \( r \)th and \( k \)th frames, noted as \( s_{r}^{i,k} = \{ p_r^t, p_r^{t+1}, \ldots, p_k^t \} \), where \( k > r \) and both \( p_i^t \) and \( p_k^t \) belong to the set \( P_{fc}^t \). When piecewise trajectory segments are established for each foreground key point, a SIFT trajectory can be denoted as:

\[
S_i = \left\{ s_{r}^{i,k} : \forall s_{r}^{i,k}, \text{ where } t_r, k \in \{1, 2, \ldots, T\} \text{ and } k > r \right\}. \tag{3}
\]

Using this technique, we do not need to limit the length of the constructed trajectories for a particular key point. In prior methods, such as SIFT flow [15] and particle video [16], a trajectory will be terminated (or a particle will be eliminated) if a corresponding key point cannot be found across a certain time duration. Unlike these approaches, if the correspondence between the detected key points can be found across any number of frames (using the probabilistic approach discussed earlier), our proposed framework is still able to construct the trajectory segment between them. As a result, we are able to produce long and robust trajectories due to performing SIFT matching in our probabilistic way instead of explicitly key point matching.

Now, to determine the candidate foreground region from the derived trajectories, we calculate their mean location \( \bar{x} = (\bar{x}, \bar{y}) \) of the key point collection \( P_{fc}^t \) at frame \( t \). We further normalize the key points in \( P_{fc}^t \) and form a Gaussian distribution with zero mean and standard deviations \( \sigma_x \) and \( \sigma_y \). From the definition of standard variation, about 95% of the normalized key points are within the range \([-2\sigma_x, 2\sigma_x] \) or \([-2\sigma_y, 2\sigma_y] \). This implies that about 90% of the key points lie within the rectangle defined by its upper-left and lower-right corners, i.e., \((x - 2\sigma_x, y - 2\sigma_y) \) and \((x + 2\sigma_x, y + 2\sigma_y) \), denoted by \( R_0^t \) as a rectangular region. As a result, we use the foreground points in \( P_{fc}^t \) locate within the region \( R_0^t \) to generate a candidate foreground region

\[
R_i = \{ C(p_r^t \in P_{fc}^t \text{ and } p_r^t \text{ locates in the region } R_0^t) \} \tag{4}
\]

where \( C(\cdot) \) represents the convex hull operation [19]. The corresponding \( R_i \) (shown in a blue rectangle) and \( R \) (the yellow convex hull region) are shown in Fig. 3b.

While we aim at using these foreground regions to perform the foreground object detection, the simple use of appearance (i.e., SIFT) and motion (i.e., trajectory) information alone will not be sufficient to practical foreground object detection and tracking problems (see Fig. 6a and b for example). In the following subsection, we will explain how a consensus foreground object template (CFOT) is constructed based on the above candidate foreground regions. We will discuss why it is preferable to prior object detection methods in real-world uncontrolled video data.

2.1.3. Consensus foreground object template

Given the candidate foreground region \( R_i \), we define the foreground object probability, which indicates how likely a pixel within \( R_i \) belongs to foreground. Similar to (1), this probability function is calculated as:

\[
f_{\text{object}}^t(x, y) = \begin{cases} 
      f_{\text{object}}^{t-1}(x - \Delta x', y - \Delta y') \cdot \lambda + 1 \cdot (1 - \lambda), & \text{if } (x, y) \in R_i; \\
      1 - \lambda, & \text{otherwise}, 
   \end{cases}
\tag{5}
\]

where \((x, y)\) is the pixel location. \( \lambda = 0.95 \) is the update factor. At the starting frame of a video sequence, we set \( f_{\text{object}}^0(x, y) = 0.5 \) for all pixels \((x, y)\), since we do not have any prior knowledge of the location of the foreground object. In (5), \( \Delta x' \) and \( \Delta y' \) are the \( x \) and \( y \) components of the motion vector calculated by sum of absolute difference (SAD) [20] between \( R_i \) and \( R_i^{-1} \), which will be applied to compensate the shift effects of the foreground object across frames. In practical scenarios, both the foreground object and the camera can move freely, and the location of the foreground candidate region \( R_i \) may shift across frames. Thus, the location information will
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![Fig. 5. SIFT trajectory: (a) the detected SIFT feature points at time \( t \), and (b) the SIFT trajectories in a spatio-temporal space.](image-url)
be calibrated by the calculated foreground region motion vector. An example of our foreground object probability model is shown in Fig. 7a, where we can see that the center part of the image pixels have larger probability values (brighter pixels) and thus are more likely in the foreground object region.

Since our goal is to construct a foreground object template for detection and tracking, we further utilize it in the next section. We will construct its averaged foreground image model \( \bar{T}(x,y) = \left\{ \sum_{t=1}^{T} f_t(x,y) \right\} / C_{fg}(x,y) \). This model can be considered as an average image up to the th frame that accumulates foreground object pixel information from the starting to the current frame. For normalization purposes, a counter map \( c_T(x,y) \) in the denominator counts the number of frames out of T that a pixel belongs to the foreground object. As a result, each foreground object pixel contributes \( \frac{1}{c_T(x,y)} \) of its value to the final average foreground image. An example of the derivation of such an average foreground image model is shown in Fig. 7b–d.

After foreground object probability \( f_{t,fg}(x,y) \) calculated from \( t = 1 \) to \( t = T \), and the averaged foreground image \( \bar{T} \) produced for a given video sequence, we integrate these two models to construct the CFOT for the foreground object of interest. According to (5), the value of \( f_{t,fg}(x,y) \) indicates the probability of a pixel at \( (x,y) \) belongs to foreground, an adaptive threshold \( \theta^T = \lambda \cdot \theta^{T-1} + (1-\lambda) \cdot \eta^T \) is introduced to determine whether each pixel should be included to the formulation of our CFOT. To automatically determine the threshold \( \theta^T \), we have \( \eta^T = 1 \) for half of (T-1) frames and \( \eta^T = 0 \) for the rest (e.g., we set \( \eta^T = 1 \) for odd frames and \( \eta^T = 0 \) for even frames). This adaptive threshold \( \theta^T \) only depends on the length T of the video, and the random assignment for \( \eta^T = 1 \) with 0 and 1 patterns would not affect the final value of \( \theta^T \). As a starting condition, we set the threshold \( \theta^1 = 0.5 \) for \( T = 1 \), and \( \lambda \) is the update factor 0.95 (same as (5)). The calculation of \( \theta^T \) implies that this threshold is dependent on the length of the video sequence and the foreground object present in it.

Finally, we apply the averaged foreground image \( \bar{T} \) derived earlier and use (5) to construct our CFOT as follows:

\[
\text{CFOT}(x,y) = \left\{ \bar{T}(x,y) : \forall (x,y) \text{s.t.} \ f_{t,fg}(x,y) \geq \theta^T \right\}.
\]  

From the above equation, we see that our CFOT is refined by the foreground pixel model \( \bar{T}(x,y) \) with an adaptive filtering threshold \( \theta^T \). Once the CFOT is constructed, it can be used for foreground object detection and tracking, as we discuss later in Section 2.2. Fig. 7d–f illustrate an example of \( \bar{T}(x,y) \), pixels with \( f_{t,fg}(x,y) \geq \theta^T \), and the resulting CFOT of a particular frame of a video sequence.

2.1.4. Re-start mechanism for updating CFOT

In practice, the appearance, scale, and illumination of a moving object can vary significantly throughout the video (see Fig. 8 for example). Under these severe variations, the aforementioned foreground probability models will not be sufficient to describe the object of interest across video frames. In order to address these problems, a re-start scheme of constructing updated CFOTs will be necessary.

As seen in Fig. 8, poor detection result will be obtained using the derived CFOT under significant changes in object motion, scale and appearance, or due to insufficient resolution of the input video. Under these circumstances, the mean location \( (x,y) \) and variance \( (\sigma_x^2, \sigma_y^2) \) of foreground pixels \( p_{fg} \) in \( R^t \) (see (4)) at time \( t \) can be calculated. The locations of the foreground object may change between adjacent frames, however, \( (\sigma_x^2, \sigma_y^2) \) should not vary too much unless there is a significant change in scale or appearance. Based on this observation, we use the variations \( (\sigma_x^2, \sigma_y^2) \) as one of the factors to decide whether the generated CFOT is still suitable for object detection in subsequent frames. Another example is that, with insufficient video resolution, the SAD between consecutive \( R^t \) will be large (e.g., the local maximum value shown in Fig. 9). Similarly, if the appearance, scale, and illumination vary significantly across some video frames, this SAD value will also be larger than those from other consecutive frames. Therefore, we use the SAD value as another factor to indicate the quality of our constructed CFOT model at time \( t \).

Fig. 6. Foreground region detection examples: (a) a satisfactory foreground region detection result, and (b) an inappropriate foreground region detection result.

Fig. 7. An image example of (a) foreground object probability model \( f_{t,fg}(x,y) \), (b–d) average foreground image \( \bar{T}(x,y) \) of frame 82, 84, and 86, respectively, (e) the pixels with \( f_{t,fg}(x,y) \geq \theta^T \), and (f) the associated CFOT.
To summarize the above observations, we use the local maximum values observed in $\sigma_x^2, \sigma_y^2$, and SAD to determine whether we should re-start the entire CFOT generation process, including the reset of all probability values in each stage. In other words, at time instant $t$, the observation for $\sigma_x^2, \sigma_y^2$, and SAD are listed in the following indicating vector:

$$[r_{\sigma_x}, r_{\sigma_y}, r_{SAD}] = \text{local argmax} \{} ||\sigma_x^2(t) - \sigma_x^2(t)||, ||\sigma_y^2(t) - \sigma_y^2(t)||, |SAD(t) - \text{SAD}(t)| \text{.} \quad (7)$$

In order to avoid the detection of local maximum caused by noise, we further smooth the $\sigma_x^2, \sigma_y^2$, and SAD curves with a Gaussian kernel and obtain the smoothed versions of $\sigma_x^2, \sigma_y^2$, and SAD. As a result, the difference between the original curves and the Gaussian smoothed curves can be calculated, and the resulting local maximum values indicate the time instances which we have poor CFOT results and should re-start our process accordingly, as shown in (7).

An example of the curves of $\sigma_x^2(t), \sigma_y^2(t)$, and $|\sigma_x^2(t) - \sigma_y^2(t)|$ are depicted in Fig. 9. From this figure, we see that $\sigma_x^2(t)$ (red curve) is a slowly-varying version of $\sigma_x^2(t)$ (black curve), and the exact local peak (frame 63) can be detected from $|\sigma_x^2(t) - \sigma_y^2(t)|$ to avoid the ripple problem (frame 66 and 68 of the black curve $\sigma_x^2(t)$) to cause false peak detection. Finally, the re-start points can be determined as the union of the peak indexes $\{r_{\sigma_x}, r_{\sigma_y}, r_{\text{SAD}}\}$ of the curves. This re-start mechanism will be able to handle practical foreground object detection problems due to obvious appearance variations, including changes in size and resolution.

2.2. Foreground object detection using CFOT

We now discuss how we apply the CFOT to perform object matching in a video for foreground object detection and tracking. Recall the flow chart of our proposed framework shown in Fig. 1, the CFOT is used as a query image over a number of video frames, and this CFOT will look for similar image patterns in each frame within this period of time. In order to determine the most similar image pattern, a similarity test based on SAD is performed to exhaustively search for a region in each frame which best matches the CFOT. We note that SAD is also commonly adopted for block matching in MPEG standards.

The calculation of SAD between a CFOT and a video frame $t$ is defined as follows:

$$\langle x, y \rangle = \text{argmin}_{x,y} \left\{ \sum_{w=0}^{W-1} \sum_{h=0}^{H-1} |\text{CFOT}(w, h) - f'(w + x, h + y)| \right\} \quad (8)$$

where CFOT is the average foreground pixel model calculated from Eq. (6), the size of the CFOT is $W \times H$ (width by height). It is worth noting that we may have multiple CFOTs generated for a given video throughout the entire video sequence (due to the reasons explained in the previous subsection), but there is only one CFOT over a particular period of time. From Eq. (8), it is concluded that the smallest SAD output indicates the best matched foreground object region, and thus the upper-left corner of this region will be recorded by $\langle x, y \rangle$. Once this foreground object region is determined, as the completion of the foreground detection process, we also use a red masking polygon to mark the foreground region, as shown in the output stage of Fig. 1.

3. Experimental results

To test the effectiveness of our proposed method, we collect a set of video sequences from YouTube [21] as our video database, which contains videos of six different object classes: airplane,
ambulance, car, fire engine, helicopter, and motorbike. We have eight videos available for each class, and each video contains a moving object captured in a close-up scene and with significant variations in camera motion, background, lighting, etc. In this database, we selected total 5304 frames for evaluation. For the 48 video clips, the average length of the selected video clips is 110.5 frames (only the close-up video clips focusing on a moving object in a representative time period are selected for evaluation).

3.1. Example results of video object detection and tracking

To visualize the results produced by each step of our approach, we choose two video sequences (one from ambulance and the other from fire engine) for detailed discussions, as shown in Fig. 11. In the first row of Fig. 11, we show the correspondence of SIFT points by circles in white, pink, and green.1 The white circles are the SIFT points presented in the current frame but are not considered as the foreground points due to low probability values. The green ones are the foreground points out of $R_t^0$ (blue rectangular region, defined in (4)). The pink circles are the final foreground points in $R_t^0$. In addition, the yellow polygon is the convex hull generated by the pink circles (i.e., $R$ defined in (4)). With the above information, we update the foreground object probability accordingly (see the second row), accumulate the averaged foreground image model $I_t$ (i.e., the third row), and obtain the final CFOT (shown in the fourth row) by (6) for detection purposes. Finally, we apply the CFOT to detect the foreground moving objects (as discussed in Section 2.2), and the results are shown by red regions in the last row of Fig. 11. From Fig. 11b, we see that the foreground object cannot be perfectly detected. The yellow polygon in the first row of Fig. 11b excludes a major part of the fire engine. However, our derived CFOT can recover/compensate the foreground area and provide satisfactory foreground object detection results, as shown by the last row of Fig. 11b.

In our experiments, some video sequences are captured by slow-moving cameras. For example, some helicopter sequences contain the foreground object moving slowing from the ground, and thus both foreground and background exhibit slow motion. Some example frames and the corresponding detection results are shown in Fig. 10a. Other example videos can be observed from the ambulance sequences. As shown in Fig. 10b, the foreground object just leaves the building and thus the camera does not exhibit significant motion when capturing the video. While scale variations (and slight viewpoint changes) can be observed in this case, our method is still able to detect the foreground object and produces satisfactory results.

In addition, the foreground object detection results in consecutive video sequences are shown in Fig. 12, in which only representative frames are shown. It can be observed that both the object of interest and the camera are moving in these test video sequences, and thus it is very challenging to address the tasks of video object detection and tracking. Based on the proposed probabilistic CFOT generation and the re-start mechanism, we see that the foreground object regions (in red) can be properly detected, even under severe orientation and scale variations, or with blurred and fast changing background.

3.2. Performance comparisons

We have also compared our results to state-of-the-art methods in detecting or tracking video objects. Since our foreground object detection method is based on a probabilistic framework using SIFT trajectory, we first considered two trajectory-based approaches, i.e., SIFT flow proposed by Liu et al. [15] and particle video proposed by Sand and Teller [16]. Since the above methods focused on tracking moving objects and did not address the problem of object detection, we compare our method with the CVEPS framework (a compressed video editing and parsing system) proposed by Meng and Chang [7] and a recent approach of Bugeau and Perez [11].

3.2.1. Detection and tracking of foreground points

We first compare our results with two trajectory-based approaches, i.e., SIFT flow and particle video. As shown in Fig. 13, our method has the smallest number of foreground points (pink circles) while exhibiting satisfactory representation ability in locating the foreground object. It is worth noting that, although
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1 For interpretation of the references to colour in this figure text, the reader is referred to the web version of this article.
Fig. 11. Example detection results for each step in our proposed framework: (a) frame 590 of Ambulance sequence, and (b) frame 2137 of FireEngine sequence.

Fig. 12. Example foreground object detection results (denoted in red regions) under different camera view angles. The frame numbers of Black Car are: 191, 206, 222, 236, 252; the frame numbers of Yellow Car are: 580, 674, 698, 722, 739; and the frame numbers of Motorbike are: 250, 293, 310, 334, 352. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
the number of the foreground points (according to the definition in this paper) is larger using SIFT flow or particle video, the foreground object (as shown by the yellow polygons at the second and third rows) cannot be successfully detected.

Fig. 14 compares the average trajectory length, number of feature points per frame, and execution time on the video dataset considered, when using our proposed method and particle video. We should notice that, SIFT flow [15] enforces a correspondence for each pixel with dense representation, providing the trajectory length the same as the video frame length, but the found correspondences could match uncorrelated feature points as non-representative trajectories. Therefore, in Fig. 14, the results of SIFT flow is not shown. We see that our approach produces a longer average trajectory length as shown in Fig. 14a, which confirms that our framework is more robust in locating the foreground object and thus is able to produce satisfactory detection results. As shown in Fig. 14b, our method has a much smaller number of feature points, and this observation is consistent with the example shown in Fig. 13. From Fig. 14c, it can be seen that our computation time is slightly longer than that of particle video, since we need to extract and collect the SIFT points across video frames in advance for SIFT matching purposes (which allows us to determine SIFT...
correspondences under noisy condition, and produce more robust trajectories.

We summarize the comparisons in Table 1. Comparing to this prior method, our proposed framework is able to produce longer feature point trajectories for the construction of the CFOT model for detection purposes. From the above observations and comparisons, we confirm that our proposed method is able to determine the most representative feature points with robust trajectories. This is the key to the success for detecting moving foreground objects in real-world videos.

3.2.2. Foreground object detection

Next, we compare our foreground object detection results with the CVEPS approach proposed by Meng and Chang [7], which suggests the motion produced by the foreground moving object can be considered as an outlier of the camera motion. We also consider the method of Bugeau and Perez [11], who proposed to estimate the sensor motion with mean shift clustering and graph cut segmentation techniques to determine the foreground object region. We implement these two methods, and the foreground object detection is performed based on the video data ground truth labeled by human experts. To evaluate the performance, we considered the true positive rate \( tpr \) and false positive rate \( fpr \) in our experiments, which are defined as follows:

\[
tpr = \frac{tp}{tp + fn}, \quad \text{and} \quad fpr = \frac{fp}{fp + tn}.
\]  

(9)

The definitions of \( tp, tn, fp, \) and \( fn \) are illustrated in Fig. 15. The black rectangle is the original image frame. The purple rectangle indicates the detected foreground area, and the blue rectangle shows the ground truth foreground. Their overlapped region represents the true positive \( tp \) area. The purple rectangle without the \( tp \) area is the false positive \( fp \) region, and the blue rectangle without the \( tp \) area is the false negative \( fn \) area. The \( tn \) area is the original image without the blue rectangle.

We calculate \( tpr \) and \( fpr \) at each frame, and the results using different parameters for the two prior methods are shown as the receiver operating characteristic (ROC) curve in Fig. 16. We note that the block size \( b \) (in pixels) for the two methods considered are set to 8, 16, and 32, are considered as the basic unit for camera motion estimation (also standard settings for motion estimation in MPEG).

Since our proposed method automatically selects the data-dependent threshold when formulating the CFOT, only one operating point in ROC is noted. In Fig. 16, we note that the complete ROC curves cannot be obtained due to the existence of a much larger background area (i.e., \( tn \gg fp \) and \( fpr \rightarrow 1 \) according to (9)), and thus only representative results are shown. However, it is worth noting that our approach results in the best performance since our operating point is closest to the perfect point \((0,1)\) for \((fpr,tpr)\) in the ROC space.

Fig. 17 shows example foreground object detection results produced by different approaches, while both foreground and background objects are moving. As shown in the first row of Fig. 17, our method achieves satisfactory detection results even the foreground object is occluded (e.g., Fig. 17c). We note that the methods of [11,7] did not achieve comparable performance due to poor motion estimation. While our approach also requires the calculation and linking of SIFT points in consecutive frames, we provide a probabilistic and data-dependent framework, which is able to recover the missing or unstable foreground information.

In order to provide quantitative evaluation, we consider the accuracy of the object motion vector for comparisons. More specifically, the centroid \((\vec{X}_t, \vec{Y}_t)\) of the object region at frame \( t \) was calculated according to the detected binary map. The centroid difference is determined by the current foreground object and another one at time \( t' \) is \((\Delta x, \Delta y) = (\vec{X}_t - \vec{X}_{t'}, \vec{Y}_t - \vec{Y}_{t'})\). The normalized motion vector is thus calculated based on the size of the image: \((\frac{\Delta x}{\text{width}}, \frac{\Delta y}{\text{height}})\), whose value is between \((0,1)\). Finally, a stability score can be defined as:

\[
S = \sum_{t=1}^{T} (1 - ||(\frac{\Delta x}{\text{width}}, \frac{\Delta y}{\text{height}})||),
\]  

(10)

where \(||\) is the Euclidean norm that measures the length of a vector, and \(T\) is the number of frames in a video clip. The stability scores are evaluated in two ways: \(S_g\) with \((\vec{X}_t, \vec{Y}_t) = (\vec{X}_0, \vec{Y}_0)\) (centroid of the ground truth at frame \( t \)) in the \((\Delta x, \Delta y)\) term. This term denotes the stability score measurement, which quantifies the difference between the centroid of the detected object to that of the ground truth. We also consider \(S_f\) with \((\vec{X}_t, \vec{Y}_t) = (\vec{X}_t, \vec{Y}_t)\) in the \((\Delta x, \Delta y)\) term, representing the stability score measurement from consecutive frames. Comparisons results of \(S_g\) and \(S_f\) for each video in each class are shown in Fig. 18, and it is clear that our method achieves the highest stability scores for both cases.

![Fig. 15. The definitions of true positive (tp), true negative (tn), false positive (fp), and false negative (fn).](image)

![Fig. 16. Receiver operating characteristic comparisons. Note that b denotes the block size.](image)

![Table 1. Performance summary and comparison of the proposed method and PARTICLE VIDEO [16].](table)
the summarization and comparisons of different detection-based methods are shown in Table 2.

4. Conclusions

A novel foreground object detection method was presented in this paper. The proposed approach aims at detecting foreground object in a close-up scene of a video captured by a freely moving camera. By associating the SIFT motion vectors across video frames, we calculated the foreground object probability for the candidate foreground keypoints, and constructed a data-driven CFOT model for foreground object detection. Our detection framework does not require user interaction or parameter tuning as some prior work did. More importantly, we do not assume that the motion of the foreground or background is dominant across video frames. This is why our proposed method is able to handle uncontrolled videos, even under low contrast and viewpoint changing conditions. From our experiments, we verified the effectiveness and robustness of our method on a variety of Web-based videos, and we also confirmed that our method outperforms several state-of-the-art trajectory and detection-based algorithms.
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